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Solution type of First Exam

C ourse question (U8 pts)

\. Choose the correct answer(s)
I. In the process of transmitting information, noise is the disruptive element, in which part of a
transmission chain?
Source
C oder
l SO
/// hannel
Decoder
2. In variable size source encoding (VLC), a symbol with minimum probability will have the fewest
bits.
IRUIL
Ialse
3. A Huffman encoder takes a set of characters of fixed length and produces a set of characters of:

4 // .
L~ Vanable length,

I p—

Random length,

L

S

0.5
>
0.8
5. The human eve is less sensitive to:
[he average spatial frequency components
DC components
[ ower spatial frequency components
Vnighcr spatial frequency components
6. Discrete cosine transform (DCT) is a Lossless compression

/
9 Fixed length,
Constant length
4. For which value(s) of p is the binary entropy function H(p) minimized?
G//
(l//

True

| J - False
WB. Give the block diagram of the different stages of JPEG data compression.
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Exercise 01: (04 pts)
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Usine arithmetic coding. code the word CALC Ul
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001y enerating matri is given below
G = \U 10 1 01
0 0.1 0 0
3 |
N |
1 data KA3: the length of o
. g the code word w=0; R
S ) - number of party bits
- Deduce the comm] matrix H rpd“['\ bits r
(- [] )J /
So we will have d\/ 17<
1 10 1 00 r —
H:(lOOOlO o K
111 001
4 Find the code words ¢, = DGO
a pnssihililic» pFach of these 8

then we have 8 dat

rix G to find a codeword of size n-0.

B 2Py d
3 (>ee hirst question)

Ax the data has a size k
will be multiplied by the six columns of the mat

data yvecton
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|-or the discrete channels deseribed below. o
1. Find the (ransition matrix
09 003 0,07 1e
0,1 08 0,1

0,15 0,05 0,8

) The capacity always assuming that the

2 Whatisits capacity”
input X 1s equiprobable.







