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Exercise 1 (14 marks)
Let
a 1 1
A= 1 a 1
1 1 a

1. For what values of a, the matrix A represents a scalar product?

2. Write the diagonal form of A.

3. Determine the orthogonal for the bilinear form ¢ 4 of F' = vect {(1,1,1)}.
4. For what values of a that F' @ F*+ = R® holds.

5. According to the values of a, determine the orthogonal of R?

Exercise 2 (6 marks)

1. Prove that, if © and v are nonzero orthogonal vectors, then they are
free. Show that the converse is not right.

2. Prove that the eigenvalues of a real symmetric matrix are real.



Correction

Solution of exercise 1 (14 marks)

1. (3 marks) A scalar product is a symmetric positive definite bilinear
form. That means, it is a symmetric bilinear form with strict positive
coefficients in the diagonal form, or equivalently, the eigenvalues of the
symmetric matrix are all strictly positive.

Since the matrix A is symmetric, then it represents a bilinear form ¢ ,.
So we have to find the eigenvalues of A:

det(A—X)=0= (X —a—2)(X —a+1)>=0,

which gives
)\1:a+2, )\2:)\3261—1

Therefore,
A1 > 0and Ay = A3 >0 for a > 1.

2. (2 marks) The diagonal form of ¢, is
pa(X)=(a+2)2"+(a=1)y"+(a—1)2"
where
X = xv; + yvs + 203

with {vy, v, v3} is the basis of the eigenvectors of the matrix A.

3. (3 marks) The orthogonal for the bilinear form ¢ 4 of F' = vect {V = (1,1,1)}

1S

Fr={XeR%p,(X,V)=0}

First, let us write the bilinear form ¢ 4:

04 (X,Y) = aziyr +21y2+21y3+22y1 +aT2ye +2oys + 23y +23Y2+arsys

(1)

where
X = ($1,$2,$3); Y = (Z/byz;ys)



Then, it is sufficient to replace Y by the vector V' = (1,1,1) in (1), we
get

0 = v (X,V)=ax; + 21+ 21+ 29 + axo + 2 + x5 + 3 + ax3

= (a+2)x1+ (a+2) 2+ (a+2) 23

= (a+2)(xy+x2+ x3)
Thus, for a # —2, we have

1+ To+ T3 = 0
that means, the orthogonal of F' is
Ft={(z,y,2) eR*z+y+2=0}
or equivalently
F+ =wect{(1,0,-1),(0,1,—-1)}.
While for a = —2, we have
Ft =R

. (3 marks) From the answer in 3, for a # —2, we have F* = vect {(1,0,—1), (0,1, —1)}.
That gives the set

{(1,0,—1),(0,1,—1),(1,1,1)} = {(1,0,—-1),(0,1,-1)} U {(1,1,1)}
1
0

1 0
is a basis of R? because det | 1 1 = 3 # 0. Therefore, we
1 -1 -1

have
a#—-2=FoF=R3

. (3 marks) Since the orthogonal of R* isker p, = ker A = det (A — 0 x ) =
0. That means, the orthogonal of R? is associated to the eigenvalue
A=0. Since \y =a+2, y=X3=a—1,then,a=—-2ora=1.

For a = —2, we get
-2 1 1 -2 1 1 x 0
A= 1 =2 1 = 1 =2 1 y | =10
1 1 =2 1 1 =2 z 0



That gives
(R:I')L =ker A =vect{(1,1,1)} = F

For a =1, we get

111 111 x 0
A=[111|=[111 y | =10
111 111 z 0

That gives

(R®)™ = ker A = vect {(—1,1,0), (—1,0,1)}.

Solution of exercise 2 (6 marks=3+3)

1. Let «, 8 € R such that
au+ pPv =0

Then, we have
(ou + pv,u) =0 and {(au + Sv,v) =0
That gives

a(u,u) + f(u,v) =0 and a (u,v) + B (v,v) =0

Since u and v are nonzero orthogonal vectors, that gives (u,u) # 0,
(v,v) # 0 and (u,v) = 0. Therefore, « = 5 = 0.

2. Let A be an eigenvalue of a real symmetric matrix A associated to an
eigenvector v. Then

(Av,v) = (Av,v) = A (v, v) (1)

In the other hand,

(Av,v) = (v, A'v) = (v, Av) = (v, \v) = A (v, v)

Since v is an eigenvector, that means v # 0, which yields (v,v) # 0.
Therefore, A = A\, which means A € R.



