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Theorem 1 Suppose f,g,h € C', x* is a local minimizer of f, then I\ € R™;
w € RP such that

0.5

m p
Vf(z®) —I—Z)\thi(x*)—i-Z,ungj(m*) =0
i=1 j=1
hz*) = 0
g(@*) < 0
Vi € {L2..p}, ;>0
Vi € {L,2,..,p}, n;gi(a")=0

Consider the following problem

{ f@y) =a(1+3)+2y

st
g(z,y) =2 —ay — Za?

Qualification

oy — 1
Gradient is ( yi;ﬂ'l” ) # ( 8 )
Lagrange Function

L(z,y.A) = f(z.) + Mgla,y) = a(l+ 5) + 2y + A (2— oy — Za?)

Critical point
Gradient of L is

1+%7T+y)\+i7m:)\ 0
0.5+01 2+ = o0
2—xy—%x2 0

N Ar = -2

Ay = —1

AZ0=> A== “TH and the critical point is (z,y) = (4, / %H’ 2 %H



Conclusion: by natutre critical point, we can find that (x,y) = (4, / %ﬂ, 2 %+4

min f(z,y).

02

Consider the problem

min f(z,y) = 202 + 2zy + y> — 10z — 10y

st
gi(z,y) =a®+y>-5<0 (1)
92(w,y) = 6z +2y —12<0
(z,y) € R?

- The existence and uniqueness of the solution
f is continuous and f is coercive because it is a quadratic function whose

associated matrix
2 1

A= 1 is defined positive,
02 o The domain of constraints is closed because its complement is open. So
the problem (1) admits at least one solution.
e f is strictly convex because it is a quadratic function of positive definite
associated matrix
The domain of feasible solutions is convex because g; and go are convex.
Consequently, the problem (1) admits a unique solution
- Active point
01 gi(x) < 0is active in z* € Q if g,(x*) =0
- Example
01 The point (1,2) is active g; and inactive in go
- Solve the problem (1)
The problem is optimization of objective function under linear constraints
inequalities so we use KK'T method to solve this problem.
Qualification
01 Qualified (Linear)
Lagrange Function
L(z,y, \, p) = 222 4+ 22y +y* — 10z — 10y + A (2% + y* — 5) +p (6 + 2y — 12)
Crritical Point
VL(z,y,A,p)=0
01 & Na2+y?—5)=0
w(br+2y—12)=0
We have 4 possiblities
Then the point (1,2) is a critical point of f(z,y).
So,
03 (1,2)= ménf(x,y)

):



